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Abstract

To enable a transition away from primitive, buzzing vibrations towards an new generation
of wideband vibrotactile display systems requires strategies, standards and tools for
designing, storing and transmitting tactile stimuli signals and patterns. Complicating the
matter is a variety of different tactile display technologies and resulting display system
variances due to missing industry standards. A lack of standardization, and loose use of
fancy marketing terms poses a similar issue, as the origins of the “HiFi” standard for
loudspeakers in the 1960s.

Due to the early sensory integration of both the auditory and vibrotactile modalities,
and the resulting perceptual similarities, it appears to be feasible to translate auditory
to vibrotactile stimulus signals and use ubiquitous audio material as a starting point for
the design of tactile stimuli. This insight might become useful, as auditory perception
is well researched, and methods for handling, editing and displaying audio material are
widespread. Therefore, these methods might prove to be useful for handling vibrotactile
signals aswell — effectively enabling the potential for a transfer of domain knowledge
from the audio to the tactile domain.

On this basis, this work aimed to validate a novel audio-tactile signal translation method
by measuring the coherence of both unimodal and bimodal vibrotactile stimuli towards
their (non-musical) auditory sources, while expanding on signal processing methods
discussed in previous works. The parametric format, used to describe the tactile stimulus
signal, is designed to interface with existing tactile APIs, and is able adapt to various
tactile actuator technologies during signal synthesis.
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Zusammenfassung

Trotz technologischer Fortschritte werden taktile Vibrationen heute vornehmlich von
einfachen Aktuatoren mit begrenzten Kapazitäten erzeugt. Um einen Wandel hin zu
modernen Aktuatoren zu ermöglichen, und um eine starke Fragmentierung des Marktes zu
vermeiden, bedarf es langfristig einer Strategie zur Standardisierung der Prozesse für die
Gestaltung, Speicherung und Übertragung von vibrotaktilen Signalen. Die Vielfalt vibro
taktiler Technologien droht diesen Sachverhalt dabei zu einem komplizierten Unterfangen
zu machen: Sowohl die Forschung, als auch die Industrie, benötigen daher eine Standard
isierung der Verfahren zur Messung und Angabe relevanter Systemkennwerte vibrotaktiler
Systeme. Diese Situation erinnert an den Ursprung der Standardisierungsvorgaben für
“HiFi”-Lautsprecher zum Ende der 60er-Jahre.

Aufgrund der frühen Integration von vibrotaktilen und akustischen Stimuli und deren
Ähnlichkeiten in der Wahrnehmung scheint es plausibel akustisches Klangmaterial in
vibrotaktile Stimuli zu übersetzen. Eine valide Übersetzungsmethode ist unter anderem
wünschenswert, um die Fülle an bereits existierendem Audiomaterial für den vibrotaktilen
Sinn verwenden zu können. Die akustische Wahrnehmung ist fundiert erforscht und
erlaubt daher die Frage, welche Erkentnisse aus dem Repertoire der Akustik und der
akustischen Datenverarbeitung auf den vibrotaktilen Sinn übertragbar sind?

Diese Arbeit diskutiert bereits bekannte Übersetzungs- und Signalzerlegungsmethoden
und formuliert darauf aufbauend eine neuartige, audio-taktile Übersetzungsmethode. Das
damit einhergehende, parametrische Datenformat für vibrotaktile Signale ist so gestaltet,
dass es sich den variablen Systemkennwerten diverser Technologie anpassen, und an
bereits existierende Programmierschnittstellen ankoppeln kann. Zur Validierung dieser
Methode wurde anhand eines empirischen Versuchs das Maß an “Kohärenz” zwischen
vibrotaktiler Stimuli und deren akustischen Ursprungssignal gemessen.
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1 Introduction

This chapter gives an introduction to the �eld of audio-tactile research and motivates it's

relevance towards industry applications in Section 1.1. Next, the overall structure of the

thesis is outlined in Section 1.2 and related work is discussed in Section 1.3. Finally the

methodology for this research e�ort is outlined in Section 1.4.

1.1 Motivation

�Sound is touch at a distance.� This quote by Stanford's Anne Fernald comes from a

podcast about her research on the cognitive response of infants towards their mothers

voice1. In this instance, the word �touch� is attributed metaphorically towards an

emotional response induced by sound [19]. Being emotionally �touched by sound�,

especially by music, is a common experience many people can relate to. Explaining this

emotional or cognitive response to sound is a core research topic in the �eld of music

psychology [48, 36].

For the scope of this thesis �being touched by sound� is meant in a more literal sense:

Sound, as a propagating vibration, can not only be sensed by the human ear, but also by

mechanoreceptors in the skin, and thus evoke the sensation of touch. The sensation of

touch can be induced by various mechanical forces, such as pressure �uctuations, shearing

forces and vibrations applied to the skin [33]. Therefore, some vibrations can be perceived

by both the auditory and the vibrotactile sense, as the sensitivity to vibrations overlap in

a frequency range from 30 to 1000 Hz [102, 42]. To better understand what that means

lets consider an example: Given, that the sound of an acoustic event transports enough

vibrational energy, either air- or structure-borne, to allow for a mechanical deformation

of the skin, sound can not only be heard (auditory system) but also felt through the

skin's mechanoreceptors (somatosensory system). This experience is common at concerts,

when perceiving a car engine's vibrations or while manipulating an object with our hands.

The e�ects of integrated auditory-tactile sensations have been researched in recent years

and cross-modal e�ects, for example, on loudness perception and the perceived quality of

musical reproduction have been discovered [57, 58].

1WNYC RadioLab Podcast �Sound As Touch�, September 24th 2007
https://www.wnycstudios.org/story/91514-sound-as-touch
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The role of joint (bimodal) auditory-tactile perception has mostly been explored in

a musical context [56, 57, 73, 72, 85]. This work, however, takes a more generalized

approach by enabling research on similarities and di�erences between both modalities by

using both unimodal and bimodal audio-tactile stimuli presentation. The vibrotactile

stimuli signals were derived from arbitrary, non-musical audio sources. In a perceptual

evaluation, both auditory and vibrotactile stimuli are therefore presented consecutively

(unimodal) and simultaneous (bimodal) to investigate the perceived coherence between

both modalities, and to validate the audio-tactile translation method proposed in this

work.

The goal of this work is therefore to revisit, and expand on existing signal processing

methods for inter-modal stimuli signal translation, and to validate a novel method that

aims to coherently convert audio signals to vibrotactile stimuli signals. It further proposes

a parametric signal-decomposition and re-synthesis method to enable a �exible authoring

and editing scheme, that is further suspected to work well across various vibrotactile

display technologies. The main research questions can thus be formulated as:

ˆ If and how can audio signals be used as a source to generate vibrotactile stimuli?

ˆ Which perceptual and system dependant aspects could have an in�uence on the

design of a cross-modal signal translation framework?

ˆ How can we validate a proposed signal translation framework?

Addressing these questions will help better understand important issues at the inter•

section of the auditory and tactile modalities:

ˆ Do we use the same language (semantics) to describe a cross-modal translated

stimuli?

ˆ What sort of domain knowledge can we translate to the tactile from the comparably

better researched audio domain?

ˆ How can these �ndings inform design choices of audio and vibrotactile related

applications in both unimodal (auditory or tactile) and bimodal (auditory and

tactile) scenarios?

Industry Applications

Beyond research, applications in medicine, entertainment, and mobile communications

can be envisioned: A better understanding of integrated audio-tactile experiences is

bene�cial for authoring and curating tactile content for future applications using wideband

vibrotactile feedback. Domain knowledge around integration work�ows, transmission,

processing and reproduction of audio assets could potentially inform similar processes for

tactile content curation.
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Progress in audio-tactile translation can be utilized to aid people with hearing impair•

ment in various applications by translating acoustic cues to touch and thus help them

navigate through daily life [45, 77], transport immediate warnings [105] and bene�t other

means of a�ective computing [17]. Many applications in the realm of human-machine

interface (HMI), such as teleoperation for industrial, medical or end user purposes bene�t

from vibrotactile feedback in addition to (kinaesthetic) force-feedback to convey more

immediate and meaningful feedback to a remote operator. This has the bene�t for a

HMI to o�-load vital information to the more proximate and adequate tactile sense

instead of occupying other sensory channels. Such a delegation of information to the

tactile sense essentially frees up perceptual capacity from the highly loaded visual and

auditory sense [2]. O�-loading information to other sensory modalities is highly desirable

in today's information driven world: In his book �The user illusion: Cutting consciousness

down to size� Tor Nørretranders estimates the information bandwidth of touch to be ten

times higher than for hearing, which gives a hint towards the untapped potential of this

modality [69].

Further, use cases can be found in the entertainment sector, such as music, movies,

telepresence and video games: Various mobile and desktop applications utilizing virtual

and augmented reality technologies can bene�t from additional modalities by providing a

heightened sense of immersion to the user. For example, drawing or writing with a brush

or pen on a touchscreen could display di�erent tactile sensations in accordance with the

current virtual tool in use. This could be achieved by varying the texture (vibrations)

and resistance for di�erent forms of virtual interactions. In the past, a majority of

hardware systems integrating tactile displays used dull, low-bandwidth actuators, such

as a eccentric rotating mass (ERM) to provide haptic feedback. Due to the need in

all industry segments to evolve away from these legacy solutions and to provide truly

wideband high �delity tactile feedback, methods for curating, storing and reproducing

vibrotactile signals will become mandatory.

A complexity arising from the industry is the need for a platform- and technology

agnostic framework to integrate and display curated stimuli in a reliable and coherent

way, despite di�erences introduced by various display technologies. A platform-agnostic

solution would avoid, that tactile assets would require re-authoring and re-implementation

for each speci�c device and allow the developers to author an experience once and deploy

it to many di�erent systems. The need for a uni�ed format, agnostic to hardware

capabilities (described in Section 3.1), while staying within the limits of the provided

transmission bandwidth across platforms (such as desktop, automotive, wearable, mobile)

in a fragmented ecosystem brings problems that are yet to be addressed, but are partially

discussed in this thesis. Just recently, the company Apple has taken a �rst step in this

direction by releasing a general purpose haptic application programming interface (API)
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called �CoreHaptics� 2 for their devices. One embodiment, discussed towards the end of

this work, makes use of this API by using the audio-tactile framework proposed in this

work.

Since we are apparently only consciously aware of an estimated 0.7 % of the total

sensory information processed by our body [114], making informed design choices for all

modalities (including touch) is an important aspect and will certainly be crucial for any

application design with the user experience in mind.

1.2 Structure of the Thesis

The introductory Chapter 1 is meant to provide a motivational background for this work,

present related work, outline the methodology and highlight the contributions for this

�eld of research. Chapter 2 gives an overview on perceptual aspects of hearing and feeling

(i.e., auditory and tactile perception) by disambiguating terminology used throughout

this work, introducing perceptual aspects of both senses and discussing the multimodal

integration of natural vibration events.

The hardware and software used for this work are discussed in Chapters 3 and 4.

Variations of tactile display technologies and the interference on vibrotactile displays

induced by the human physiology are discussed as factors that need to be considered

for the design of the audio-tactile translation framework. Furthermore, the setup to

measure the technology used in this work is presented together with the resulting data. A

(modi�ed) wristband, chosen to be used for the perceptual evaluation of the framework,

is presented � together with a strategy to linearize the output. Lastly, the requirements

for the framework are collected and design considerations for the implementations of the

decomposition and resynthesis algorithms are discussed.

The perceptual evaluation of the framework is presented in Chapter 5 by showcasing the

chosen stimuli signals, the procedure of the experiment and the results of the perceptual

user test. Furthermore, the entire work is summarized and �nal conclusions are drawn in

Chapter 6. Finally, the literature cited in this work is listed and accompanying data and

visualizations are made available in the Appendix A.

1.3 Related Work

Given the ubiquity of high quality sounds from recordings and digital synthesis, as

well as the already present implementation of such material in various applications, it

is desirable to create vibrotactile stimuli from these readily available and information

rich sources. Using an existing audio asset to derive a vibrotactile stimuli is especially
2Apple's �CoreHaptics API�, last sighted 7th July 2020

https://developer.apple.com/documentation/corehaptics
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desirable given the possibility for the resulting tactile stimuli to intrinsically match the

temporal, dynamical and spectral progression of the audio asset to form acoherent

percept from the integration of both modalities.

Early experiments in auditory-tactile translation were conducted in the 1920s by Gault

in an experiment using a 14 feet long tube that was pressed against the palm of a subjects

hand. Through multiple training sessions a subject was able to correctly identify up to 34

words together with sentences constructed by those words in various combinations, hinting

at the potential of acoustic vibration cues for tactile stimulation to transmit and perceive

information [ 27]. Due to the complexity in temporal and spectral modulation of human

speech, understanding entire sentences through mere sound-induced vibrotactile stimuli is

rather impressive and hints at the capabilities of the human skin in reliably di�erentiating

vibrational patterns, despite the comparably low sensory resolution [102, 31, 24, 55].

Translating audio to tactile stimuli has been the subject of previous works researching

mostly the joint (i.e., bimodal) display of audio-tactile stimuli. Within these works,

various methods for audio-tactile signal translation are explored. As the perceptual

frequency ranges of auditory and vibrotactile stimuli overlap, the most straight-forward

method merely requires enough energy to be present in the tactile sensitivity range from

30 to 1000 Hz in a PCM encoded signal, such as the one contained in a WAVE �le. This

signal can then be downsampled and low-passed at approximately 1 kHz to be played

back by the actuator, given that the latter is capable of recreating such a wideband and

potentially complex, non-monophonic signal.

Making sure that the signal content within the tactile perceptual range matches the

desired tactile experience, for example, a click, impact, or a more complex texture � is

the focus and expertise of a tactile designer. Similar to a sound designer using either

recordings, synthesis methods or other audio content, the designer can de�ne a sample

that suits the requirements for a tactile event. If audio assets are already present in

an application, it is feasible to re-use, augment or transform the audio content to be

used as a vibrotactile asset. As this step inherently requires an aesthetic choice to be

made, a potential tactile coding-decoding schema (codec) or storage container should not

transform or modify the intended content after the designer has concluded the work on

the designed stimulus. In previous works this process has primarily been investigated for

musical applications [73, 57, 6, 74, 21] or the bimodal auditory-tactile implications of

walking on various surfaces [103, 70, 67].

If the audio source lacks meaningful content in the tactile perceptual range, there are

various ways to augment or transform the signal. One option is to pitch-shift the signal

downwards until a desired e�ect is achieved. This method was used in an experiment

researching the in�uences of vibrotactile stimulation on musical (rhythm and melody)

perception of subjects with cochlear implants [73]. This method works well if the content

of the pitched-down signal is representative for the rest of the signal content and re�ects
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the intended experience. Otherwise further �ltering, editing and augmentation is most

likely required.

To augment the low frequency range of an audio source and to achieve a higher level

of parametric control over the temporal trajectory of the stimulus, a combination of

an envelope follower (i.e., a smoothed curve of the temporal trajectory of the signals

amplitude) and a signal generator was used in a study emulating the e�ect of vibrotactile

cues in a seated concert setting [57]. Here, both the parameters of the envelope follower,

and the pitch of the signal generator can be controlled independently until a satisfying

result is achieved. Depending on the audio source material, and the �delity of the

reproduction system (i.e., tactile actuator), the signal synthesized this way can then be

combined with the original audio source by adding the synthesized perceptual frequency

content if needed, while not compromising on more complex timbral information from

the audio source signal. The tactile signal representation using an envelope follower

is inherently monophonic and therefore can't model the entire information within the

tactile perceptual range su�ciently. It is feasible to track the temporal energy trajectory

of a signal this way but it neglects changes in the frequency domain over time.

A series of three DSP principles, namely transposing, modulating, and �ltering, have

been tested in an experiment exploring the best method for tactile identi�cation of

environmental sounds (f.e. doorbell, vehicles, weather) on hearing impaired subjects [77].

Here, both the algorithms and the subjects signi�cantly a�ected the results and showed

large di�erences between individuals, regarding which algorithm worked best. The most

promising approaches from this experiment have proven to be two di�erent transposing

algorithms, and an amplitude modulating algorithm when compared to equalizing, or

using the unaltered source signal. Even though the task here was the identi�cation of the

signal sources for navigational purposes of the hearing impaired, this �nding indicates

the necessity for a signal augmentation or transformation, instead of using an unaltered

audio signal to drive a tactile actuator.

For an experiment in speech recognition, a vocoder approach utilizing 16 solenoid

actuators was utilized. The 16 channel �lter bank of the vocoder ranged from 200 to

8000 Hz in third octave spacing. Each solenoid was driven by a 100 Hz square wave

modulated by the energy of each �lter channel [10]. Through this method, an abstract

imprint of a speech signal's spectrum was created while an actual wideband reproduction

was not utilized. This might have not been feasible due to technological limitations in

actuator technology at the time � which today is still a comparably rare technology to

�nd on the market.

By utilizing the knowledge around the four channel theory of touch [7], a more complex

translation method catering towards the four individual types of mechanoreceptors has

been proposed [6]. Here a set of audio analysis features [50] are mapped to a set of

dynamic synthesis parameters: the spectral centroid of the audio signal was mapped



Chapter 1 Introduction 7

to the pitch of a signal generator in a tactile perceivable range from 40 to 400 Hz. The

spectral �atness of the signal was mapped to an equal power cross fade between a sine

wave and a square wave. More tonality in the audio source was therefore represented

with a richer harmonic spectrum in the vibrotactile domain by dynamically fading to

the square wave signal. Finally the amplitude of the tactile signal is modulated by a

envelope generator with an adjustable decay. This method illustrates a way to re�ect

timbral changes in the tactile range by utilizing information on the spectral envelope of

the audio source while still allowing for a design choices by adjusting the analysis and

synthesis parameters. This method doesn't capture the exact momentary spectral content

by re�ecting spectral change in the audio source merely by the �atness of the spectral

envelope and approximating the spectral shape in the tactile domain by introducing

harmonic content. This method was originally intended to add vibrotactile feedback to

an electroacoustic instrument and would probably require further testing on how well it

generalizes for other, non-musical source signals.

1.4 Methodology

The process of audio-tactile translation proposed in this work is primarily informed

by related work, and will expand on those methods based on state of the art knowl•

edge on tactile perception and current industry requirements. Inspiration on how to

improve on previous methods was primarily drawn from established methods in the

audio domain. Especially signal decomposition and resynthesis methods, as found in an

audio coder-decoder algorithm pair (codec) development and musical applications were

investigated.

This work aimed to validate the proposed audio-tactile translation method by using an

exploratory perceptual experiment. Both a numeric rating on the coherence of auditory

and tactile stimuli, and a psycholinguistic analysis of verbal descriptions have been

conducted. The collective results were discussed as a measure of coherence between the

audio source and respective tactile stimulus, as well as an indicator on the feasibility of

using audio sources as a starting point for (audio-)tactile experience design.
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2 Auditory and Tactile Perception

This chapter outlines psychophysical properties of both the auditory and the tactile

sense. The functionality of the ears (hearing), and the sensory functionality of the skin

(feeling) are introduced, to provide a foundation for the decision processes in the hard-

and software layers later in this work. Even though both the auditory and tactile modality

are sensitive to vibrations, they exhibit anatomical, functional and perceptual di�erences.

The following sections are meant to give a brief overview of similarities and di�erences

between both sensory modalities. Further, overlaps in the sensitivity of both modalities

and the natural occurrence of audio-tactile events are discussed.

2.1 Tactile Terminology

The sense of touch is commonly referred to as the tactile modality, which together with

the proprioceptive (the sense of position) and kinaesthetic (the sense of movement)

modalities constitute what is known as �haptics� or haptic perception. In the industry,

both the term haptic and tactile are often used synonymously, while in this work a clear

de�nition of each term is desirable. As early as 1851 it has been argued that haptic

encompasses an interactive, exploratory act, while tactile is a passive experience of touch

[106]. This forti�es the de�nition of tactile being a subset of sensory information that

remains when removingactive participation, as well as proprioceptic and kinaesthetic

attributes. It is important to note, that a tactile percept can be formed both when active

movement of a subject is present, but also when the movement is evoked by an external

process. Both are common experiences, for example, when probing an object's surface

with our hands and perceiving the object's material texture (active), and when being

touched by a di�erent person (passive).

2.2 Auditory Anatomy and Perception

Hearing - referred to as the auditory sense - is the ability to perceive sound by detecting

vibrations with the ear. The visible part of the ear, composed of the pinna and the ear

canal, is referred to as the outer ear. The function of the pinna is primarily to act as

a funnel which assists in directing sound further into the ear canal. At the other end

of the ear canal, the eardrum (a.k.a. the tympanic membrane) separates the outer ear
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from the middle ear and the so called tympanic cavity. Sound as pressure �uctuations in

the air is transmitted through the ear canal and excites the ear drum. Through small

bone structures called ossicles, that are attached to the (excited) ear drum, sound is

mechanically transmitted to the inner ear via the membrane-covered oval window. The

other side of the oval window is a �uid-�lled, spiral-shaped cavity called the cochlea.

Sound is mechanically transmitted through the oval window and excites the �uid within

the cochlea. It is important to note that this is not the only way the �uid in the cochlea

can be excited: Structure-borne vibrations through bones and tissue within the body

can also excite the �uid of the cochlea and form an auditory percept.

Inside the spiral-shaped cochlea energy is transmitted via traveling pressure waves

of the �uid on the basilar membrane. The basilar membrane along the snail-shaped

cochlea is wide at the opening and more narrow towards the center. It works similar to a

frequency analyzer as the traveling waves in the �uid of the cochlea excite a frequency

speci�c area via sensitive hair cells called Stereocilia along the organ of Corti. The

displacement of the hair cells induces a change of electric conductance of the inner hair

cell membranes. This change of conductance induces transmitters to be released to

nerve endings and information to be transferred to the brain stem. The evoked action

potentials travelling towards the central nervous system and the auditory cortex of the

brain contain all of the temporally coded acoustical information. Within the auditory

cortex and higher-level brain regions a percept of the acoustic event is formed.

Sound captured by the ear can be heard from about 20 Hz to 20 kHz. Next to inherited

predisposition the age of a subject a�ects the upper hearing limit of a human subject.

The most sensitive range of hearing is between 300 and 7000 Hz, while being less sensitive

for lower or higher frequencies. The total number of perceivable pitch steps is estimated

to be approximately 1400 [71] with the just-noticeable di�erence (JND) for frequencies

being smaller (<1 Hz) at low frequencies and becoming increasingly larger with higher

frequencies [109, 65].

2.3 Tactile Anatomy and Perception

A haptic percept is an integrated, multimodal experience that is built up by a variety

of proprioceptic, kinaesthetic and other sensory aspects. Various physical properties of

an object, such as the shape, orientation, hardness, warmth conductivity and surface

roughness can be sensed through exploratory action [80, 33]. These properties can be

picked up by an integration of specialized somatosensory receptors, enabling us to sense

object attributes, such as location, sti�ness, temperature and texture. The integration

of these attributes allow us to to form a uni�ed percept of an object or event. The

purely tactile components thereof mainly contribute to the sensation of mechanical forces,

warmth conductivity and pain reception. Being able to passively sense mechanical forces
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by the skin's mechanoreceptors (while leaving out pain and thermal properties) is what

we call the tactile sense. It allows us to sense perceptual properties, such as contact,

shearing, pressure and vibrations. A tactile percept can also be formed by actively

probing an object, but since active movement inherently in�uences the speed, location

and pattern of exploration this extended active exploration process is commonly de�ned

as haptics, while tactile remains a subset of haptics. This disambiguation is important

due to the fact that, once integrated, sensory, kinaesthetic and proprioceptic information

can not be separated and researched independently.

The mechanoreceptors responsible for the sense of touch are commonly classi�ed

according to their adaptation properties and morphology. Hairless (glabrous) parts of

the skin contain four di�erent types of receptors: Merkel's receptors (SA�I); Ru�ni's

corpuscles (SA�II); Meissner's corpuscles (RA�I); and Pacinian corpuscles (RA�II). Slowly

adapting receptors (SA-I and SA-II) evoke action potentials as long as pressure on the

skin is present. The �ring rate of these receptors is proportional to the intensity of

the applied force. The rapidly adapting receptors (RA-I and RA-II) mainly react to

movement of the skin, for example in form of sheering or vibrational forces. The numerals

I and II indicate the sizes of the corresponding receptive �elds. Receptors marked with

the numeral I lie close to the surface of the skin and have small receptive �elds. Receptors

deeper in the tissue have larger receptive �elds and are labeled with the numeral II. An

overview of the di�erent properties of the mechanoreceptors mentioned above is provided

in Table 2.1. In addition to the adaptation characteristics and the sizes of the receptive

�elds, mechanoreceptors di�er regarding the minimum amount of force that is necessary

to evoke a sensation, the density of the receptors, and the sensitive frequency range.

Each of the listed mechanoreceptors has a speci�c function for the sense of touch. The

slowly adapting Merkel's receptors are active when applying static pressure (indentation)

to the skin. Due to their small receptive �elds, they are able to detect �ne contours, such

as borders and edges. Ru�ni's corpuscles are specialized in detecting sheering forces,

such as stretching of the skin. Meissner's corpuscles, which are only present in hairless

skin areas, detect the speed of skin deformation at comparably slow rates. This enables

them to detect low frequency vibrations. Last but not least, the Pacinian corpuscles

are specialized in detecting the speed of skin deformation. Compared to the Meissner's

corpuscles they are able to detect a larger frequency range and encompass the largest

receptive �elds [87].

Due to the ability of the Pacinian corpuscles (RA-II) of detecting frequencies between

40 Hz and 1000 Hz (peak sensitivity between 225 and 275 Hz) they are considered to

be the most important receptors for this thesis, next to the Meissner corpuscles (RA-I)

with peak sensitivity between 25 and 40 Hz [6, 7]. Consequently the human tactile

perception ranges from 25 to 1000 Hz. Vibrations with a frequency lower than 25 Hz

are perceived as motion rather than a continuous vibration. Even though touch as a
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Receptor Type Frequency
Range (peak
sensitivity)

Threshold skin
deformation on
hand (median)

Receptive �eld
(median)

Receptor den•
sity at �ngertip
(palm)

Merkel's
receptors SA-I 7 � 600�m

(56:5�m )
2 � 100mm 2

(11mm 2)
70=mm2

(8=mm2)
Ru�ni's
corpuscles SA-II 40 � 1500�m

(331�m )
10 � 500mm 2

(59mm 2)
9=mm2

(15=mm2)
Meissner's
corpuscles RA-I 5 - 200 Hz

(25 - 40 Hz)
4 � 500�m
(13:8�m )

1 � 100mm 2

(12:5mm 2)
140=mm2

(25=mm2)
Pacinian
corpuscles RA-II 40 - 1000 Hz

(225 - 257 Hz)
3 � 20�m
(9:2�m )

10 � 1000mm 2

(101mm 2)
21=mm2

(9=mm2)

Table 2.1: Properties of the hairless (glabrous) skin mechanoreceptors. Information derived
from Treede and Russo et al. [96, 82]

vibratory sensor is in many ways inferior to hearing, there are striking resemblances to

the traits obtained on auditory pitch perception [ 24]. Previous experiments on tactile

frequency discrimination conducted on the forearm and hand reported JNDs ranging

from 4 to 100 Hz in a stimulus range from 25 to 250 Hz [81, 31]. More recently the

tactile ability on frequency discrimination was explored for full-body vibrations further

validating that the JNDs increased with increasing frequency (e.g., approximately 7 Hz

at 20 Hz and 66 Hz at 90 Hz) [55]. It is important to note that both the bodily position

and contact conditions between the skin and a source of vibration have been reported to

a�ect the results on JNDs and absolute thresholds of tactile sensitivity [37, 101]. The

sensitivity may vary due to inheritance, sex and usually decreases when we get older

towards higher frequencies � similar to decreased hearing sensitivity with age.

Similar to the auditory pathway, present frequency and magnitude information is coded

into time-varying patterns of action potentials before being transmitted to the sensory

nervous system. High intensity vibrations evoke multiple action potentials for each cycle,

whereas for low intensity vibrations not every cycle period results in the release of an

action potential [87].

2.4 Multimodal Integration: Natural Audio-Tactile Events

To form a coherent percept of the environment, an object or event, our brain combines

information from various senses [92, 47]. For an auditory-tactile experience the integration

of both modalities occurs early and close to primary sensory areas, as experiments using

functional magnetic resonance imaging (fMRI) scans of primate brains have shown [47].

Such auditory-tactile sensory integration can be illustrated by an experiment named the
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�parchment-skin illusion�: This experiment is an easy to reproduce illusion illustrating

how the auditory system can alter our perception of a haptic event, such as rubbing

our hands together or tapping on a surface by modifying the corresponding auditory

stimuli [ 46]. In other experiments, cross modal e�ects on the perception of roughness

[34] and the perceived tactile distance have been reported [95]. These observations are

evidence of a strong and early integration of both auditory and tactile sensory information.

The commonality of both senses being sensitive to physical vibrations, the overlapping

sensitivity ranges and the cross modal e�ects all support the notion of designing tactile

experiences in conjunction with auditory cues, as they are also found in nature. As audio

content is a widely available and sound can be considered an information rich source,

it supports the notion of using audio material as a basis for tactile experience design.

Furthermore, an emergent hypothesis is that there exists a supramodal representation of

temporal frequency for the integrated auditory-tactile experience of exploring a surface

using the haptic modality [112]. For example, a series of psychophysical experiments

have shown evidence of a perceptual link between both the somatosensory and auditory

frequency channels by a systematic interference on the perception of tactile frequency

[113].

Joint audio-tactile percepts are a common and natural phenomenon. If we consider an

acoustic event, it is possible to not only sense the acoustic waves propagating from the

event with our ears, but also experience a skin deformation (i.e., a tactile stimulus) if

enough energy is present. Sound waves can also propagate through structures, such as the

ground or other objects we are in contact with and thus lead to a tactile stimulus. Events

experienced this way are completelypassive, meaning that no active participation or

action is required by a subject to experience them. Common examples are the vibrations

experienced at a concert [57] or while driving a car.

For interactive events, such as probing an object's geometry, contours, and texture, we

integrate kinaesthetic, tactile and proprioceptic information into what is considered to be

an active haptic event. Here, forming a vibrotactile percept requires active participation

by the subject while the velocity and direction of the movement have an in�uence on the

characteristics of the resulting auditory and vibrotactile stimulus, thus integrating both

the proprioceptic information on velocity and the resulting multimodal stimulus to form

a percept. For both passive and (inter-)active tactile events it has been shown that an

integration of both auditory and tactile information play a signi�cant role in forming a

percept by displaying various e�ects on the cognition or perceived quality of an event

[85, 83, 84, 46, 113, 95, 30, 54].

When designing a vibrotactile stimulus for a virtual event, it is important to consider

the consequences for bothpassiveand active feedback and how strongly the virtual, or

mediated interaction mirrors a natural event. Pressing a virtual button, for example,

requires only a short (active) interaction which enables a single event call to trigger a
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corresponding tactile stimulus simulating the natural tactile response of a button. On

the other hand, drawing in a virtual paint application, for example, enables a continuous

event by simulating the interaction between pen and surface that is virtually drawn on.

Such an event could not merely be triggered by a sole binary event, but would require a

continuous synthesis of the desired tactile stimulus, until the contact with the surface is

broken. In any case, using sound as a source for vibrotactile stimuli design seems feasible

for many virtual interactions, as the resulting vibrations can conceptually not only be

sensed by the mechanoreceptors, but also propagate to the ear to form an integrated

percept of the interaction (and vice versa). This doesn't necessarily mean, that the

information transmitted to the ear and to the skin are equal, but that they share a lot of

common features, as they originate from the same source in many cases.

It thus becomes apparent that not only the design of the stimuli itself is important

but also the plausibility of the interaction that triggers it (cause and e�ect). Enabling

an environment to e�ectively design audio-haptic or multimodal interactions and the

corresponding vibrotactile stimuli has yet to be developed. Even if tactile stimuli signals

are designed similarly to audio counterparts, the �delity of the interaction, transmission

and reproduction of the stimuli needs to be warranted to make sure the intention of the

tactile designer is transported su�ciently to the recipient.

The strong and integrated connection between auditory and tactile stimuli is a concept

getting increased attention in the design of musical interfaces, and has been urged to

be improved due to the �veil of tactile paralysis� between the musician and the sound

source [52, 6, 72]. While digital instruments have been reported to be �lifeless� and �cold�

compared to their analog counterparts, the addition of an arti�cial bodily resonance to

simulate natural tactile events has indicated to be a remedy for the missing �warmth�

in digital musical interfaces [79]. This could have the potential to improve the tightly

interlocked feedback loop between virtuous musicians and their (digital) instrument �

especially when the musician is in a loud environment and can't rely on the auditory

response of the instrument alone. Recently, digital synthesizers, such as the OP-Z by

Teenage Engineering, have been countering the lack of tactile feedback by giving life to

their product using a so-called �Rumble module�1. The same principles, as described for

musical instruments, can be thought of for many other (digitally mediated) interactive

applications.

1TE's �Rumble Module�: tactile feedback for the OP-Z synthesizer
https://teenage.engineering/products/op-z/modules/rumble
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3 Hardware

Reproducing a vibrotactile stimulus requires a systematic approach and dedicated hard•

ware. In this chapter, state of the art vibrotactile actuation technologies, their design

and characteristics are discussed to inform design choices for the audio-tactile translation

framework. Further, the equipment utilized to pro�le (i.e., measure) actuators and the

design choices leading to a wristband form factor are discussed. Lastly, a method for

linearizing a voice coil actuator (VCA) driven system, that seems robust against bodily

induced interference, is presented.

3.1 Vibrotactile Stimulation Technologies

In the last two decades various actuator technologies have been brought to market

and were used in previous experiments, while some actuation methods are still being

researched. The following section gives an overview over the variety of vibrotactile

technologies and discusses their shortcomings and bene�ts. Discussing these variations is

important, as any of the technologies on the market can appear in an application or a

device. One of the requirements of the proposed framework of this work was to be able

to adapt to the �delity of the technology at hand, while maintaining the audio-tactile

correspondence as good as possible and to use each technology to it's full potential.

3.1.1 Common Actuator Technologies

This section gives an overview of commonly used actuator technologies, also called

tactors, found in consumer electronics, such as smartphones, wearable technology and

game controllers today.

Eccentric Rotating Mass Actuators

The most widely spread actuator type today is the ERM actuator. It is composed of an

eccentric mass attached to the axis of a DC controlled motor. The speed of the DC motor

controls both strength and frequency simultaneously, restricting the motor from creating

a truly wideband frequency response. The centrifugal force of the mass can be felt as a

buzzing vibrational force by the mechanoreceptors. ERM actuators are cheap and can be

found in most mobile phones and peripheral hardware, such as game controllers today.
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They are also found in some of the earliest mobile applications, such as pagers in the

l980s.

Linear Resonant Actuators

In more recent times the linear resonant actuator (LRA) technology has become more

commonplace in modern smart phones, due to their enclosed form factor, energy e�ciency

and easier control. Functionally, these devices share a high degree of similarity with

voice coil drivers found in loudspeakers. The e�ciency of the LRA is due to the high

quality factor (Q-factor) of the electrodynamic frequency response, which reduces the

amount of power required to run the actuator close to it's electro-mechanical resonance

frequency. On the other hand, the high Q-factor restricts these actuators from being

truly wideband, as they are designed to operate in a very narrow frequency range. A set

of exemplary frequency responses measured from smartphones using various LRAs can

be seen in Figure 3.1. Compared to ERM actuators they have shorter rise- and fall times

which makes them more suitable for recreating short, impulse-like stimuli like clicks for,

as they are used in graphical user interface (GUI) interactions.

Piezoelectric and Electro-Active Polymer Actuators

Both piezoelectric and electroactive polymer actuator (EAP) actuators consist of elec•

troactive materials. When a voltage signal is applied, the material bends as one side

shrinks and the other side expands, thus creating a �exing motion. A common base ma•

terial for piezoelectric actuators is a set of ceramics called lead zirconate titanate (PZT),

which are brittle in their raw form. Similarly, the material used for EAP applications is

a type of polymer (i.e., plastic) that exhibits a change in size or shape when exposed

to an electric �eld. An advantage of these actuators is their fast response time and the

ability of the material to be set and held at a de�ection position or vibrate. Unlike

ERM and LRA technologies, both the amplitude and the frequency of de�ection can be

controlled independently. Piezo and EAP actuators are available in small form factors

that enable them to be embedded into mobile applications. While both technologies

can work well for close proximity vibration, such as �nger-tip touch surfaces, they are

mostly inadequate for creating more robust vibrations needed for other devices, such

as headphones or handheld controllers. One downside to both EAP and piezoelectric

actuators is that the driving signal is required to be at a relatively high voltage at around

200 V, compared to other actuator technologies.

Voice Coil Actuators

As of today, the most promising actuator technology for providing high-�delity wide band

tactile feedback is the VCA technology. Similar to the LRA, the VCA actuators share
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Actuator Type
Signal Characteristic ERM LRA EAP &

piezo
VCA

Variable Amplitude o + + +
Variable Frequency o o + +
Monophonic1 - o + +
Polyphonic2 - o o +
Complex Waveform3 - - - +
Rise- & Fall Time - o + o

Table 3.1: This table illustrates the capabilities of actuator technologies towards the
reproduction of waveforms of increasing complexity. The ratings in the table are
based on the arguments provided in the sections above and range frombad (-) over
neutral (o) to good (+).

functional similarities to a loudspeaker driver: They contain a moving mass permanent

magnet, �exible membranes and a voice coil. By applying an alternating voltage to

the voice coil, the permanent magnet is accelerated which makes the mass oscillate and

induce a vibration. The moving mass is held in equilibrium by the membranes, which

act as mechanical springs. Tuning the moving mass, membrane sti�ness and voice coil

properties can allow these actuators to have a wider frequency response when compared

to LRA or ERM actuators. Due to their inherent physical properties, VCAs can also

display a strong fundamental resonance frequency, at which they are most energy e�cient.

Operating a VCA outside of it's resonant frequency is feasible, with the drawback of it

being less energy e�cient in these frequency ranges. Depending on the design, a VCA

motor design can achieve short rise- and fall times, minimum distortion and a high signal

�delity overall.

All actuation technologies presented in this section pro�t from a well tuned system con•

trol loop to optimize their driving e�ciency and to compensate for non-linear behaviours.

Similar to a loudspeaker system, the goal of an optimal driving solution would be to

allow the acceleration (or force) trajectory of an actuator to trace an input waveform as

close as possible.

1Monophonic here means, that a single sinusoidal with varying frequency and amplitude can be
reproduced. This is proposed to make a clear distinction from the capability of an system being able
to reproduce either a desired frequencyor a desired amplitude, but not both simultaneously.

2Polyphonic here means, that multiple sinusoidal with varying frequency and amplitude can be repro•
duced simultaneously. This rating is based on the approximate bandwidth with regards to the tactile
sensitivity range for each technology, as well as the amount of expected distortion.

2Complex waveform is meant to describe a signal that is hard to approximate with a reasonable set of
deterministic components, such as sinusoidals.
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3.1.2 Advancements in Vibrotactile Technologies

Next to the actuator technologies described above, there is a range of technologies not

commonly found in consumer electronics today. These technologies are either still in

research, too expensive for consumer grade products or have not yet to be adopted in

the industry due to technological or cost limitations. This overview is meant to give an

idea on the most promising technologies that could achieve wide spread market adoption

in the future.

Friction Modulation

When it comes to interactive (haptic) vibrotactile reproduction there are methods that

enable a modulation of the already existing friction between the skin and a surface. This

method, commonly referred to as �friction modulation�, can be achieved by electrostatic

modulation of a display or by inducing a modulated ultrasonic carrier vibration into the

interaction surface. Using these methods, vibrotactile actuated touchscreen prototypes

have previously been built [5, 62, 111] and companies like �Hap2U�1 are trying to bring

this technology to market.

From personal experience, these devices are still in research and don't provide the

type of high �delity response that would be required to validate audio-tactile translation

methods, while keeping the structure of the stimuli coherent between both modalities.

These displays also require additional interaction by the user which introduces further

kinaesthetic and proprioceptic modalities to the audio-tactile reproduction which is not

desirable for this research.

Ultrasonic Phased Arrays

The most experimental and seemingly science-�ction method for vibrotactile reproduction

are ultrasonic displays [64]. This technology is composed of a grid array of ultrasonic

transducers and a software framework, allowing for gesture tracking and phase array

control � comparable to beamforming (i.e., spatial �ltering) or wave �eld synthesis

technology. Current limitations in the precision and resolution of these displays are

estimated to be due to the low density of transducers in the array and the physical limit

of their individual size to pack them closer together. Applications of this technology reach

from rendering 3D displays using Styrofoam pebbles that are levitated by concentrated

pressure zones in the wave �eld, simulating tactile textures in mid-air and also modulating

the ultrasonic carrier with audio to enable object-based sound positioning. Next to the

company �Ultrahaptics� (now: �Ultraleap�, as they fused with the company �Leap

1Hap2U: Ultrasonic Friction Modulation Technology, last visited 12th May 2020
http://www.hap2u.net/
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Motion�) [ 12] many publications in this �eld come from a joint EU-funded research

project called �Levitate� 2.

3.1.3 Variability of Vibrotactile System Properties

Due to the system dependant di�erences between the aforementioned vibrotactile display

technologies, and individual actuator model designs, de�ning a universal data format and

transmission protocol, that allows for a coherent experience across multiple technologies

poses a current industry problem. This is because no single company wants to rely on an

end-to-end solution that only works for a single component supplier, but ideally wants

to be �exible in their product design, while maintaining a single entry point for content

curation. This is especially true for system platforms in gaming (f.e., Sony Playstation,

Microsoft Xbox) or on mobile (f.e., Android, Apple iOS) as the content creators and

developers would ideally want to design a tactile experience once, and not have to think

about the issue of how these experiences translate to various platforms and hardware

implementations.

Platform and system dependant di�erences in available bandwidth, frequency response,

and bodily induced interference should ideally be solved by software and not pose a

problem that needs to be addressed by experience- and product-designers. De�ning

a ubiquitous platform-agnostic format or system, that provides each technology with

the necessary information to reproduce a target tactile stimuli is a key component for

enabling a market shift towards the next generation in vibrotactile feedback. A recent

publication proposed the term �vibrator transparency� in reference to a control system,

that �absorbs� the di�erence in a vibrator environments' frequency characteristics, to

achieve a device-agnostic stimuli reproduction. The proposed system therefore enables the

design of a vibrotactile signal on a tactile display, then compensates for the characteristics

of the display used during the design, then �nally adapts the designed signal to match

the same output on a di�erent tactile display [ 97]. A similar strategy is proposed in

this work, but instead of requiring the transfer function for both the senders' (designer)

and receivers' (end user) tactile devices, this work makes use of the parametric signal

representation properties, that are used in the proposed tactile format. In combination

with display speci�c information, such as the available bandwidth and dynamic range,

the proposed method may achieve a simpler and more intuitive method to compensate

between di�erent vibrotactile displays ad hoc (i.e., �vibrator transparency�). This claim

has yet to be veri�ed, as it was only conceptualized for a future work beyond this

thesis e�orts. Initial experiments have shown promising results when prototyping this

functionality on the set of smartphones documented in the measurements below (see

Figure 3.1).

2 �Levitate� publications, last visited on 21st April 2020
https://www.levitateproject.org/publications
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Figure 3.1: Frequency response measurements of various smartphone models conducted in a test
jig using an accelerometer. All devices were measured using the total acceleration of
all axis (x, y and z), to make sure any o�-axis energy is contained in the measured

acceleration. For reference1G
def
= 9 :81m

s2 . The absolute tactile sensitivity threshold
(depending on actuator size and position) is around0:05m

s2 � 0:5G [56].

As an example for the variability of vibrotactile displays, a set of smartphones that

are currently on the market, were measured using the test jig and accelerometer setup

described in Section 3.2. The frequency response measurements are illustrated in Figure

3.1. We can observe di�erences in resonant frequency, available bandwidth and system

quality (Q-factor) in�uenced by the smartphone design, actuator positioning, the choice

of the actuator technology and the actuator model. Smartphone manufacturers are

beginning to realize the bene�ts of more wide band actuator technologies. Most modern

smartphones use LRA actuators as the (legacy) ERM actuators are being replaced as the

new de facto standard. These actuators are often mounted in a way to either induce a

shearing force on the skin by orienting the actuator parallel to the screen, or by inducing

a vibration orthogonal to the screen � both variations depend on the smartphone design,

actuator model and the mounting orientation of the actuator.

Initial steps towards standardizing and evaluating haptics (including vibrotaction) have

been made in parts of ISO 9241 [40, 39, 41]. While these parts of the ISO standard

provide high-level guidelines for the integration of haptic modalities (i.e., tactile and

kinaesthetic [100]), a concept for a full-stack solution achieving these standards is yet

to be formalized and evaluated. Furthermore, the ISO standard at it's root mainly

portraits an ergonomic perspective on haptics with a focus on how to design user-initiated

interactive task primitives and interaction elements [40]. While care has been given to

ensure perceptual, information encoding, and systematic parameters are addressed [39]
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there is a lack of detail on how the information inherent to a tactile stimulus is intended

to be composed and how this information is accurately reproduced across various tactile

display technologies. This issue is especially important during a transitional period, in

which the integration of adequate high performance hardware is slowly adapting and

most devices still run on legacy ERM or LRA actuators. The actuator models used for

these applications mostly appear to be designed for power e�ciency instead of the quality

of experience.

3.1.4 A Theoretical Model for Bodily-induced Interference

When using a vibrotactile device the form factor a�ords a range of user interactions [68]:

A vibrotactile device can be designed to be attached to the human body in form of a

wearable device, while other devices a�ord various grasp interactions. Such interactions

can dynamically change the bodily interference on the vibrotactile system [49]. This

section formulates a theoretical model that aids understanding bodily interference from

a systematic perspective.

The force needed to create a vibrotactile stimuli in a device can be modeled using an

approximate linear spring-mass system for most actuator technologies. A spring-mass

system can induce a force vector~F0 by accelerating a moving massm0 following Newton's

second law of motion (~F0 = m0~a). The way the acceleration is induced depends on the

actuators design: For a voice coil actuator (as used in this embodiment) the massm0

consists of a set of permanent magnets which in turn are set into motion by inducing a

magnetic �eld by applying an alternating current to a voice coil surrounding the magnets.

The force of the actuator is opposed by both the application device~Fapp and the skin
~Fskin . If a rigid connection between the actuator and the device is ensured the sti�ness

kapp and dampeningdapp coe�cients vanish � leaving only the device mass mapp to be

considered as the vibrations propagates through the device to the human skin.

By applying the resulting force from the device to the skin, i.e., setting the skin tissue

into motion (note the acceleration vector •xskin in Figure 3.2) the mechanoreceptors are

excited and allow the somatosensory cortex and higher level brain regions to form a

tactile percept. The region of the skin that is set into motion can be modeled by a mass

mskin , an elastic sti�ness kskin and viscous dampeningdskin that counteracts the force

of the vibrating device. For measurements an accelerometer is often attached directly to

the device housing. The acceleration measured this way is illustrated by the acceleration

vector •xmes.

It could be argued that understanding these aspects is important to make an application

inclusive and resistant to gender or physiology induced biases. A technology should ideally

be designed around all possible users and minimize the amount of negative experiences

for individuals due to technological shortcomings, which could be induced by a lack of

physiological variety in user tests, for example.
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Figure 3.2: Schematic representation of the body-device-actuator mechanics. The massm0 is
the moving mass within the actuator generating the perceivable forceF0.

3.2 Actuator Pro�ling and Linearization

To ensure an accurate reproduction of a stimuli signal throughout the entire vibrotactile

playback system it is desirable to compensate for non-linear behaviour and to maintain a

�at frequency response. A theoretical solution for linearizing a system requires �nding

the inverse of the transfer function of the systemH � 1, which applies the vibrotactile

stimulus to the skin. Pre-processing a target signal with the inverse system response this

way can rectify a set of undesired e�ects and �atten the resulting frequency response. In

a previous study, a haptic (i.e., vibrotactile) display was dynamically compensated in a

bilateral teleoperation experiment, reporting that the use of the dynamic compensation

�vastly outperform traditional position-position control at conveying realistic contact

accelerations� [53]. In this work, instead of using a feedback path and dynamic compen•

sation, we will try a simpler solution to compensate the actuators non-linearities and

bodily-induced interference by running system identi�cation measurements across various

subjects to derive a static inverse �lter. A static �lter design has also shown promising

results in a previous work, which used an auto-regressive parameter estimation for the

equalization of a vibrotactile system [11].

A common way to identify a systems transfer function H is by measuring the systems

output y(t) towards a known input x(t) and by doing so try to determine a mathematical

relation between them without going into the details of what is actually happening inside

the system. This approach is called system identi�cation and can be conducted using

prior knowledge about the system (grey box, i.e., having an approximate model) or

no prior knowledge at all (black box). When assuming that the system is linear and

time-invariant (LTI), it is possible to equalize the frequency response of the system using

a linear �lter and achieve a satisfying result without having to deal with minor non-linear

behaviour. A well understood measurement procedure uses an impulse response (IR)

measurement procedure. Most common an exponentially swept sine (ESS) is used across
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the desired frequency range � which in this case would be the perceptual bandwidth up

to 1000 Hz.

Knowing the input signal x(t) to the system allows us to �nd the optimal inverse

frequency response using deconvolution, withh(t) being the systems IR andy(t) the

measured output of the system, as seen in Equation 3.1. Using properties of the Fourier

transform enables a deconvolution of the measured spectrumY(i! ) and the input signal

spectrum X (i! ) by division � with ! = 2 �f being the angular frequency we get:

x(t) ~ h(t) = y(t)

() Ff x(t)g � Ff h(t)g = Ff y(t)g

() X (i! ) � H (i! ) = Y (i! )

() H (i! ) =
Y (i! )
X (i! )

() h(t) = F� 1f
Y (i! )
X (i! )

g

(3.1)

By calculating the inverse Fourier transform, we end up with the IR h(t) of the measured

system H (i! ). The IR h(t) obtained this way can be stored for further analysis, and can

be used as a target to �nd an inverse �lter for the system.

3.2.1 System Identi�cation Setup

The system identi�cation procedure described above was implemented in the software

framework Max/MSP using the �HISS Impulse Response Toolbox� [38]. The toolbox

allows for a �exible environment to generate excitation signals and also retrieve an

impulse response measurement by automatically deconvolving the recorded acceleration

signal with the excitation signal. An exponentially swept-sine (ESS) excitation signal

[18] ranging from 10 to 1500 Hz � exceeding the perceptual bandwidth � with a total

duration of 20 seconds was used for each sweep. The duration was chosen long enough to

allow the actuator to reach a steady state for each frequency component.

To measure the acceleration pro�le of the actuator a custom circuit board using a

ADXL325 3-axis accelerometer by Analog Devices was attached to the actuator housing

or device enclosure. The acceleration signals of all three axis were individually recorded.

As the three axis are orthogonal, the total magnitude of the accelerationatotal was

calculated by the square root of the sum of squares (
q

a2
x + a2

y + a2
z = atotal ). This was

done to avoid losing any o�-axis energy in the process as the single axis operation of the

actuator can't be assumed to be perfect. Each IR measurement throughout this work

was individually rendered to a WAVE �le for further analysis, �lter design and plotting

in a Python script using the SciPy open-source ecosystem.

The hardware setup used for the measurements in this work was calibrated using a

Siglent SDG1010 signal generator and a Rigol DS4014 oscilloscope. The calibration
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